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Abstract. This study investigated the effects of sentence contexts on the second language 

(L2) word recognition process. It aims at finding whether second language (L2) learners of English 

perform similar to English native speakers in terms of using the sentence context to predict 

upcoming word in their L2. A group of L2 participants and a control group of native speakers (L1) 

participants performed a cross-modal priming task in which they were asked to make a lexical 

decision on a visually presented word while listening to a semantically related or non- related 

English sentence. The test was conducted to determine whether both groups of participants were 

able to predict an upcoming word based on the context of the preceding sentence that is auditorily 

presented. The study is conducted using PsychoPy software whereas the data was analyzed using 

linear-mixed effects modeling in RStudio software. The results showed that the L1 speakers were 

able to predict an upcoming word based on the context of the preceding sentence. That is, a 

significantly faster recognition of the related word was observed compared to the less related words. 

On other hand, the English second language participants were not as able to predict an upcoming 

word as quickly as the English native speaker participants were. However, the L2 participants 

showed post-access lexical processing or what is called an integrating process of the presented word 

to the previous sentence context. That is, an effect of the sentence context was observed with L2 

participants, yet only after reading the presented word, they decide whether it is appropriate to the 

preceding sentence context or not. 

Keywords: second language, word prediction, sentence context, lexical processing. 

 

Курбі Есса. Перероблення слів другою мовою в контексті речення: Пре-лексичне 

прогнозування чи пост-лексична інтеграція. 

Анотація. Дослідження вивчає вплив контексту речення на процес розпізнавання слів 

другою мовою (L2). Воно має на меті з'ясувати, чи можуть студенти, які вивчають англійську 

мову як другу, використовувати контекст речення для передбачення майбутнього слова в 

їхній L2. Група учасників L2 та контрольна група носіїв мови L1 виконували крос-модальне 

завдання, в якому їх просили прийняти лексичне рішення щодо візуально представленого 

слова під час прослуховування семантично пов'язаного або непов'язаного англійського 

речення. Тест проводився для того, щоб визначити, чи здатні обидві групи учасників 

передбачити наступне слово на основі контексту попереднього речення, сприйнятого на 

слух. Дослідження проводили за допомогою програмного забезпечення PsychoPy, а дані 

аналізували за допомогою моделювання лінійно-змішаних ефектів у програмному 

забезпеченні RStudio. Результати засвідчили, що носії L1 здатні передбачити наступне слово 
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на основі контексту попереднього речення. Тобто, спостерігалося значно швидше 

розпізнавання пов'язаного слова порівняно з менш пов'язаними словами. З іншого боку, 

учасники, для яких англійська була другою мовою, не змогли передбачити наступне слово 

так швидко, як учасники, для яких англійська була рідною мовою. Однак учасники з L2 

продемонстрували доступ після лексичного перероблення, або те, що називають процесом 

інтеграції пред'явленого слова в контекст попереднього речення. Інакше кажучи, в учасників 

L2 спостережено ефект контексту речення, але тільки після прочитання пред'явленого слова 

вони вирішували, чи інтегровано воно до контексту попереднього речення чи ні. 

Ключові слова: друга мова, прогнозування слів, контекст речення, лексичне 

перероблення. 

 

Introduction 
 

The effects of context on word recognition have been a recent topic of 

investigation in the field of psycholinguistics, where ample evidence has suggested a 

facilitative effect of the prior context on upcoming word recognition in either the 

native language (L1) or the second language (L2) (Batel, 2020; Boston et al., 2008; 

Demberg & Keller, 2008; Hale, 2001; Levy, 2008; Linzen & Jaeger, 2015). Faster 

reaction times to plausible word continuation in a given sentence compared with low-

cloze probability word continuation have been shown to indicate a facilitative effect 

of the context of sentences (e.g., Arnon & Snider, 2010; Traxler & Foss, 2000) in 

different behavioral experiments and event-related potential (ERP) studies (e.g., 

DeLong et al., 2005; Kutas & Federmeier, 2011), where a reduced plausibility 

amplitude of N400 was observed in a given sentence. The same effect was observed 

in eye-tracking studies in which the participants fixated their sight less on plausible 

word continuation (Rayner et al., 2001; Boston et al., 2008; Demberg & Keller, 2008; 

Demberg et al., 2013; Smith & Levy, 2013; Staub, 2015). For example, eye-tracking 

studies (e.g., Altmann & Kamide, 1999) have found that readers spent less time 

fixating on words with the high cloze probability (HCP) than on words with low 

cloze probability. Cloze probability is a measurement of a word that is the best fit in 

the context of a given sentence, expressed as the percentage of subjects who offer that 

word as a continuation of the context of a given sentence (Block & Baldwin, 2010).  

With respect to the effects of context on word processing, three different models 

have been proposed to offer different explanations of the underlying cognitive 

process that leads to the facilitative effect of word recognition based on context. First, 

the serial model assumes that only the word candidate with the HCP is the first word 

to be predicted by the comprehender. Only if this word candidate is not supported by 

a given context does the comprehender then turn to the word candidate with the next 

HCP (MCP) (Van Petten & Luka, 2012, cited in Kuperberg & Jaeger, 2016). Second, 

in the parallel model, all plausible lexical candidates are computed, considered, and 

activated in varying degrees of cloze probability. The word candidate with the HCP 

has a higher threshold compared with the word candidate with the MCP. Therefore, 

the MCP is also activated, but with a lower threshold compared with the word with 

the HCP (DeLong et al., 2005; Wlotko & Federmeier, 2012; Staub et al., 2015, as in 

Kuperberg & Jaeger, 2016). In other words, the serial model assumes that the 
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comprehender predicts only one word candidate at a time, while the parallel model 

assumes that the comprehender activates all plausible word candidates at the same 

time in varying degrees.  

The third is the bottom-up processing model, which assumes that only after low-

level information is activated by the input is the target word candidate or candidates 

activated to match the bottom-up input (e.g., Jackendoff & Jackendoff, 2002; Traxler 

& Foss, 2000). In this model, a large number of plausible word candidates fit a 

specific sentence context, and predictions can be made of a large number of words 

prior to encountering them, such that it is a needless waste of cognitive resources 

(e.g., Forster, 1981; Van Petten & Luka, 2012). Thus, this model suggests the post-

access integration of a word into the prior context. Hence, the fast recognition of a 

plausible word candidate is the result of the easy integration of this word into the 

prior context rather than the prior activation of this candidate word (Libben & Titone, 

2009). In this case, all plausible word candidates may not vary from each other in 

terms of recognition times, yet each may be recognized more quickly than low-cloze 

probability word continuations.  

 

Second Language Studies  

 

With respect to the L2 context-based word recognition process, previous studies 

have found conflicting results. Some previous studies found a facilitative effect of 

context on word recognition time (e.g., Ito et al., 2017), which was longer compared 

with L1 participants. Other studies (e.g., Martin et al., 2013) did not find a facilitative 

effect of a semantically high-constraint context on L2 word recognition time 

compared with a semantically low-constraint context.  

Libben and Titone’s (2009) eye-tracking study found that  French–English 

bilingual speaker participants showed shorter gaze times on cognate words (i.e., 

words of similar spelling and meaning in both languages, such as piano) compared 

with the control words (i.e., words that had different spellings and meanings in the 

two languages) in early eye-tracking measurements (i.e., first fixation duration, first 

pass gaze duration, and proportion of skipped targets when presented in a 

semantically high-constraint sentence context). In contrast, cross-language 

homograph words (e.g., coin, [corner in French]) took longer gaze times compared 

with the  control words in the early eye-tracking measurement. However, in the late 

eye-tracking measurement (i.e., go-past time and total reading time), both 

homographs and cognates took times that were comparable with the control words in 

semantically high-constraint sentence contexts. Libben and Titone (2009) interpreted 

the results of the late effect of sentence context on L2 word recognition as the post-

access integration of a word into a prior context that “reflect[ed] comprehension 

processes subsequent to lexical access” (p. 387). In other words, the semantically 

high-constraint sentence context did not affect the process of cognate words, which 

was expected to take shorter processing times than control words, or the processing 

of homograph words, which was expected to take longer processing times than 

control words, until a later stage of processing, when the effects of rich semantic 
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context sentences became evident. These results indicated the presence of a process 

of word integration into the prior context, which supports the bottom-up processing 

hypothesis concerning the post-access integration of a given word based on the 

sentence context.  

In line with these results, Martin et al.’s (2013) study showed the effects of 

semantically rich sentence contexts on L1 words, but not on L2 words during an 

Event-related Potential (ERP)  experiment. Native speakers of English and native 

speakers of Spanish, who were also advanced L2 English speakers, performed a 

passive sentence-reading task in English. The sentences were either semantically 

high-constraint or low-constraint, and critical words were preceded by either the 

article an (e.g., She has a nice voice and always wanted to be an artist) or the article 

a (e.g., She has a nice voice and always wanted to be a singer). The N400 amplitude 

was used in these articles to observe differences in amplitude resulting from the 

expected upcoming noun (e.g., the more plausible probability “singer” vs. the less 

plausible “artist”) in a given sentence context. The results showed the predicted 

effect/behavior (modulated by the lower N400 amplitude) in the L1 English speakers 

on the article preceding the more plausible noun (i.e., a in “a singer”) and on the noun 

itself (i.e., “singer”) compared with the article and the noun that were less plausible 

(i.e., “artist”). However, a non-significant difference was observed between the L2 

participants in either the articles or the nouns following them. The study suggested 

that the lack of an amplitude difference of N400 shown by L2 speakers could have 

been due to the slower processing of upcoming words in the L2 sentence context. 

Conversely, this might indicate that the L2 participants adopted an integration 

process to semantically connect any given word to the proceeding sentence. This 

post-access integration, which was referred to as L2 “passive integration” by Martin 

et al. (2013, p. 584), was also observed by Ito et al. (2017), who found that L2 

speakers did not show larger N400 amplitudes regarding a more plausible noun 

continuation  compared with a less plausible noun continuation in a given sentence 

context, whereas L1 participants showed a larger N400 effect on the less plausible 

word. However, when the time window was extended beyond the 400-msec 

timeframe, both L1 and L2 speakers showed a lower negativity amplitude in the more 

plausible word continuation, which indicated the facilitative effect of the sentence 

context, compared with the less plausible word continuation.  

The results of these studies for L2 participants support the bottom-up hypothesis 

of context-based L2 word processing. That is, the L2 participants did not indicate a 

pre-access prediction based on the semantic constraint of the preceding sentence 

context. This result did not eliminate the effect of semantically high-constraint 

sentences on the L2 word recognition process because easier processing of a more 

plausible word continuation was observed in an extended timeframe (Ito et al., 2017). 

These previous studies showed a different interaction between L2 and L1 word 

recognition regarding the effect of sentence context. However, these studies did not 

focus on a mechanism for predicting L2 words. 

Therefore, the present study explored the effects of sentence context on L2 word 

recognition to determine whether a prediction process is employed by L2 speakers. 
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The aim was not to test the effect of sentence context on L2 words per se, but to 

investigate whether L2 speakers, similar to L1 speakers, could predict upcoming 

words or whether they would use a bottom-up (post-access integration) process after 

reading or listening to a given sentence context. In addition, as noted in the preceding 

review of the results of previous studies on L2 speakers, the effects of semantically 

high-constraint sentence contexts have been observed in several studies despite the 

slow recognition time of L2 speakers. However, previous findings regarding slow 

recognition time neither support nor reject a prediction mechanism that might be 

employed by L2 speakers. Finally, by integrating visual and auditory modalities, the 

present study applied a cross-modal priming modality paradigm to elicit results. In 

this task, the participants were visually presented with a single word while listening 

to a sentence; they had to make a lexical decision on whether the visually presented 

string of letters was a word or not. The effect of the sentence context is apparent 

when the more plausible word (based on its cloze probability ranking in relation to 

the given context) is recognized more quickly than the low-cloze probability word 

(Bishop, 2012). The cross-modal priming paradigm has been used since the late 

1970s (e.g., Holcomb & Anderson, 1993; Onifer & Swinney, 1981; Swinney et al., 

1979; Tabossi, 1988) because it provides a mechanism that allows for capturing the 

effect of the sentence semantics on a target word during ongoing sentence 

comprehension (Swinney et al., 1979). It is also one of the few tasks that “can 

measure moment-to-moment semantic processing while providing only minimal 

interference with normal ongoing comprehension processes” (Swinney et al., 1979, p. 

161).  

 

The Present Study 

 

Study Question 

 

The goal of the present study was to investigate whether L2 speakers showed 

signs of predicting an upcoming word based on a given sentence context. A group of 

36 English L2 speakers and a control group of 36 L1 English speakers participated in 

this study. Both groups performed a cross-modal priming task in which they were 

visually presented with a word while listening to an English sentence that was either 

semantically plausible or low-cloze probability in relation to a given word. They then 

made a lexical decision on the visually presented word regarding whether it was a 

word in English or not. This study hypothesized that the stronger the relationship 

between a word and a given sentence, the faster the recognition time. The main 

research question (RQ) asked whether a biased sentence context led L1 and L2 

participants to predict the upcoming word prior to encountering it.  

RQ1: Is there a sentence context-based prediction of an upcoming word in L1 

and L2? 

It was hypothesized that L1 speakers, in general, would show faster recognition 

times compared with L2 speakers. It was also expected that the native speaker 

participants would perform context-based predictions of an upcoming word as an 
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effect of the sentence context. However, in this study, the L2 speakers were not 

expected to show this predictability, but they were expected to perform a post-access 

integration process after reading the given L2 word.  

 

Method 
 

Participants 

 

The study sample consisted of 72 participants who were divided equally into 

two language groups: the English L1 speaker group (36 participants) and the English 

L2 speaker group (36 participants). All participants were compensated for their 

participation in this study. To reduce variability, the native language of all L2 

participants was Arabic. All L2 participants were advanced-level English as a second 

language (ESL) learners in the fourth year of their academic program, which was the 

final stage of their studies at Najran University, Saudi Arabia. In addition, the L2 

participants completed a self-assessed proficiency rating questionnaire in which they 

were asked to self-assess their L2 English proficiency in reading, speaking, writing, 

and listening on a 10-point scale. 

 

Table 1 

Self-Assessed Proficiency Ratings of the L2 English Participants (N = 36) on a 10-

Point Scale 

 

L2 Skills English (L2)  

Listening 7.5 

Speaking 7 

Reading 8 

Writing 6.5 

 

Self-rating has been widely used as a criterion for selecting L2 participants in 

the past (e.g., Schwartz & Kroll, 2006). The participants’ ages ranged from 23 to 

27 years old; 17 were females and 19 were males. The native English speakers were 

recruited using the MTurk platform (a global online platform used to recruit 

participants for scientific studies) based on their answers to a pre-study survey related 

to their native languages, ages, and country of residence. The participants who 

indicated that they were monolingual native speakers of American English and whose 

ages ranged from 22 to 28 years old, which matched the age range of the L2 

participants, were asked to participate in this study. Eight participants were excluded 

because they indicated that they spoke a second language in addition to their L1 of 

English. These participants were excluded from the final sample of 72 participants.  
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Materials 

 

The materials consisted of 36 experimental sentences and 20 filler sentences, 

and all created with a software called PsychoPy that records reaction time in 

millisecond. The experimental sentences were equally divided into three categories, 

as follows:  

 

1a. Sentences with the high cloze probability (HCP) target words (in brackets)  

 

(1) Emily walked to the bakery in the downtown area to get some (bread) sandwich for 

dinner.  

 

1b. Sentences with the Medium-cloze probability (MCP)words 

 
(2) Emily walked to the bakery in the downtown area to get some (soup) sandwiches for 

dinner.  

 

1c. Sentences with the Low-cloze probability (LCP) words 

 
(3) Emily walked to the bakery in the downtown area to get some (cloths)sandwiches for 

dinner. 

 

Table 2 

An Example of the Experiment Sentences and the Target Words for Lexical Decision 

 

Sentence Context High-cloze 

prob. 

Medium-

cloze prob. 

Low-cloze 

prob. 

Emily walked to the bakery in the 

downtown area to get some* 

sandwiches for dinner. 

(bread soup cloths) 

* The time when the target word appears on the screen for lexical decision. 

 

To determine the cloze probability of the experimental words, a plausibility 

ranking survey was administered by a group of 10 English native speakers who were 

different from those who participated in this study. These L1 participants worked as 

judges who were recruited online using Mechanical Turk webpage where each one 

was asked to write the first and then second word that comes to mind as a 

continuation when encountering a blank in the given sentence (i.e., the blank 

represents the position of the critical word). They were also asked to write a third 

word that is less likely to be a continuation of the given sentence. This third word 

represents the low-cloze probability.  

Based on these judges’ word choices, the word that receives the highest 

percentage was used as the high-cloze probability word followed by the word that 

received the next highest percentage for each sentence. The same was done with the 
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word with the low-cloze probability where the word that was most frequently written 

by these judges as a word that is less likely to be a plausible word continuation was 

used to represent the low-cloze probability word.  

The sentences consisted of 10–25 words (average = 17.5 words), and all critical 

words were nouns. Because the experiment sentences were presented auditorily, a 

native speaker was recruited to record them in normally paced speech. One-third of 

the experimental sentences included words in the HCP category (e.g., sentence 1a 

above), one-third consisted of sentences that were presented with words in the MCP 

category (e.g., sentence 1b above), and one-third of the sentences included words in 

the low-cloze probability word category (e.g., sentence 1c above).  

 

Procedure 

 

The participants were required to read the consent form on the screen and sign it 

by pressing a key on their keyboard before they started the experiment. Each 

participant performed a cross-modal priming paradigm using the web-based platform 

Pavlovia (PsychoPy software, https://www.psychopy.org/). Through this platform, 

the participants were provided with a link through which they could access and 

perform the experiment online. The results were synchronously sent and recorded in 

the experimenter’s account. 

In this task, the participants were required to listen carefully to a recorded 

sentence. They were told that a string of letters would appear at the center of the 

screen while they were listening. The participants had to decide whether the 

presented string of letters was a word or a non-word in English (i.e., a lexical 

decision) by pressing a designated key on the keyboard as quickly as possible (i.e., 

the right SHIFT key for a word and the left SHIFT key for a non-word). The string of 

letters (e.g., the critical word bread in 1a) was presented visually on the offset (i.e., at 

the end) of the word that preceded the designated position of the critical word in the 

sentence. For example, in the sentence “Emily walked to the bakery in the downtown 

area to get some sandwich for dinner,” the critical word bread (the HCP in this 

sentence) was presented at the offset (i.e., at the end) of the word some, which 

preceded the word sandwich (i.e., the word sandwich was put in the position of the 

word bread). The participants were required to listen carefully to the sentence until a 

word was visually presented on the screen. At that moment, they were required to 

decide whether the visually presented string of letters was a word or a non-word in 

English by pressing either the right SHIFT key (for a word) or the left SHIFT key 

(for a non-word) on their keyboard. The same was done in response to the MCP word 

(i.e., soup in this sentence) and the low-cloze probability word (i.e., clothes). The 

visual stimuli (i.e., the string of letters) remained on the screen for three seconds 

before they disappeared. If a participant did not make a lexical decision by pressing 

on a designated key within this timeframe, their answer was discarded, and it was not 

included in the data analysis.  

The participants were also asked a True & False (T/F) comprehension question 

immediately after each sentence. This step was included to ensure that the 
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participants were paying attention and carefully listening to the recorded sentences. 

The participants were informed that the T/F questions were about information that 

was given in the recorded sentence prior to the visually presented string of letters 

(i.e., word vs. non-word stimuli) about which they had to make a lexical decision. 

This made it easier for the participants to focus on the visual string of letters when it 

was presented on the screen before making a correct lexical decision. Twenty 

sentences were filler sentences in which the presented strings of letters were non-

words. There were 36 experimental sentences. In addition, the experimental sentences 

were counterbalanced across the participants so that no single participant worked on 

the same sentence more than once. Finally, the experiment started with 10 practice 

trials to ensure that the participants were familiar with the experimental procedure. 

 

Data Analysis  

 

The data were analyzed using a two-way mixed Analysis of Variance 

(ANOVA), where recognition time (RT) was the dependent factor, and word type 

(HCP, MCP, and LCP words) and language group (L1 and L2 speakers) were the 

independent factors. The overall error rate of word/non-word lexical decisions when 

a participant checked a word as a non-word was less than 4%, which was not 

included in the data analysis.  

The results showed a significant effect of word type (F(2.66) = 68.91, p < .001, 

η2 = .67) and of language group (F(1.66) = 81.64, p < .001, η2 = .55). In addition, 

there was a significant interaction between word type and language group (F(2.66) = 

4.144, p = .020, η2 = .11), indicating that the two language groups had different 

results for word type. Based on this result, a post-hoc multiple comparison analysis 

was conducted by language group (L1 vs. L2) to determine each group’s performance 

on each word type.  

 

Figure 1 

Recognition Times for Types of Words by L1 and L2 Participants  
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The post-hoc results showed that the L1 participants had significantly faster 

recognition times (p = .0306) for the HCP words compared with the MCP words 

(high-cloze probability < Medium-cloze probability), and the RT for the words of 

HCP was significantly faster (p < .0001) than the RT of the low-cloze probability 

words (high-cloze probability < low-cloze probability). In addition, the RT for MCP 

words was significantly faster (p = .0008) than the RT for low-cloze probability 

words (medium-cloze probability < low-cloze probability).  

 

Table 3 

Means of Recognition Times in Milliseconds 

 

Language High-Cloze 

Probability (HCP) 

Medium-Cloze 

Probability (MCP) 

Low-Cloze 

probability (LCP) 

L1 503 602 750 

L2 669 746 1038 

 

In contrast, the post-hoc results showed that the L2 participants had non-

significant recognition times (p > .05) for HCP words than the RT of MCP words 

(i.e., high-cloze probability = medium-cloze probability). However, the RT for HCP 

words was significantly faster (p < .0001) than the RT for the low-cloze probability 

words (HCP < LCP). Also, the RT for the MCP words was significantly faster (p < 

.0001) than the RT for the low-cloze probability words (MCP < LCP).  

 

Discussion 
 

The present study investigated whether L1 and L2 speakers predicted upcoming 

words based on a given sentence context. The effects of prior sentence context on 

upcoming word recognition were assessed according to three models. The first one 

was the serial model, which suggests that only a word with the HCP (based on a 

biased sentence context) is activated. The second hypothesis was the parallel model, 

which suggests that all plausible lexical candidates become active but to varying 

degrees, based on their cloze probability level. The third hypothesis was the bottom-

up processing model, which suggested the ease of integration of a plausible word into 

the prior context rather than the pre-lexical activation of a target word. Therefore, 

based on the bottom-up model, a plausible HCP word is not expected to be 

recognized significantly faster than the MCP word because both words are highly 

congruent. However, a slower recognition time of a less congruent word was 

expected because it could not be plausibly integrated into the preceding context.   

First, the results showed the facilitative effect of sentence constraint on word 

recognition in both L1 and L2 participants. low-cloze probability words were 

recognized significantly more slowly compared with either of the two more plausible 

words (i.e., the HCP word and the MCP word). In other words, the sentence context 

led both the L1 and L2 participants to recognize the plausible target word more 
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quickly when it was an appropriate continuation of a given sentence. This result is in 

line with previous studies that also found a facilitative effect of semantically biased 

sentence context on word recognition in both L1 (e.g., Altmann & Kamide, 1999; 

Kuperberg & Jaeger, 2015) and L2 (e.g., Batel, 2020; Kaan, 2014).  

The L1 results showed a significantly faster recognition time for the HCP words 

compared with the MCP and LCP words. In addition, the L1 participants showed a 

significantly faster recognition time for MCP words compared with LCP words. The 

L1 participants’ hierarchy-based processing of words indicated a prediction pattern 

that was motivated by the effect of the preceding context. This result suggests that 

prediction processing occurred prior to encountering the target word, which is 

compatible with previous studies (Boston et al., 2008; Demberg & Keller, 2008; 

Demberg et al., 2013; Smith & Levy, 2013; Arnon & Snider, 2010) that found 

recognition time to be correlated with surprisal as a result of more vs. less predictable 

words. Hence, words that elicited faster recognition times (i.e., HCP words) reached 

higher levels of activation compared with words that elicited slower recognition times 

(i.e., MCP words and LCP words). These results provide evidence that prediction is 

graded in nature and therefore can be interpreted by the parallel model, in which all 

possible word candidates are considered to varying degrees based on their cloze 

probabilities. This finding is based on the significant results for not only HCP words 

and MCP words but also MCP words and LCP words. That is, if the serial model 

were used to interpret the results, the difference between the MCP words and LCP 

words would not be significant because the cognitive process would only activate 

HCP words and exclude any other word candidates, regardless of their cloze 

probability (or plausibility) status.  

However, the results for the L2 participants differed only slightly from those for 

the L1 participants. The L2 group showed a non-significant difference in recognition 

time between HCP words and MCP words. However, the L2 results showed a 

significant difference between MCP words and low-cloze probability words. In 

addition, the L2 participants showed a significant difference between HCP words and 

LCP words (see Figure1). 

 

Table 4 

Results for the L2 Group Regarding Types of Words 

 

High-cloze probability words = Medium-cloze probability words 

High-cloze probability words < Low-cloze probability words 

Medium-cloze probability words < Low-cloze probability words 

 

 

These results for the L2 participants showed that the effect of the sentence 

context was not significantly different on HCP words and MCP words. This finding 

led to the interpretation that the L2 participants, although they showed an effect of the 

sentence context on slower recognition times for low-cloze probability words, did not 

conduct a context-based prediction process. In other words, the sentence context did 
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not lead to faster RTs for HCP words than for MCP words, in contrast to the L1 

participants. However, both language groups showed significantly slower recognition 

times for low-cloze probability words, which indicated that they employed the 

sentence context. Thus, the results for the L2 participants could be interpreted by the 

bottom-up hypothesis (e.g., Jackendoff & Jackendoff, 2002; Traxler & Foss, 2000), 

in which a word was integrated into the preceding context after being encountered, 

but there was no sign of pre-lexical prediction. The large number of plausible word 

candidates that could fit into the given context would make it difficult for L2 

speakers to make pre-lexical predictions. Thus, the bottom-up hypothesis suggests the 

post-access integration of a word into the prior context. Hence, the fast recognition 

time for a plausible word candidate resulted from the ease of integration of this word 

into the prior context rather than its prior activation (Libben & Titone, 2009). 

 

Conclusion 
 

This study examined L2 and L1 speakers’ processing of words in English 

sentence contexts. It was based on three hypotheses regarding whether L2 and L1 

speakers could predict an upcoming word based on the preceding context. The first 

hypothesis was the serial model, the second was the parallel model, and the third was 

the bottom-up model. The results showed that L1 speakers were able to predict an 

upcoming word based on the given sentence context, which was compatible with the 

serial model hypothesis. However, although the L2 speakers showed faster RTs of 

HCP words and MCP words compared LCP words, they showed no significant 

differences between HCP words and MCP words, indicating that there was no effect 

of predictability on these words. The results for the L2 participants could be 

interpreted according to the bottom-up model, in which ease of integration occurred 

after the target word was encountered. That is, words in the same category (e.g., food, 

drinks, transportation, etc.) were semantically supported by the preceding sentence 

context. Although this process facilitated the integration of these category-related 

words, it did not lead to the pre-lexical prediction of specific words in this category, 

which was similar to the processing shown by the L1 participants. 

 

Acknowledgments 
 

The author is thankful to the Deanship of Scientific Research at Najran 

University for funding this work under the National Research Priorities funding 

program. 

 

References 
 

Altmann, G.T.M., Kamide, Y., (1999). Incremental interpretation at verbs: restricting the domain of 

subsequent reference. Cognition, 73, 247–264.  

Second Language Word Processing in Sentence Contexts: Pre-Lexical Prediction Versus  Post-Lexical Integration 
 

 

 

 



East European Journal of Psycholinguistics. Volume 10, Number 1, 2023 

 

 
212 

Arnon, I., & Snider, N. (2010). More than words: Frequency effects for multi-word phrases. Journal of 

Memory and Language, 62(1), 67–82. https://doi.org/10.1016/j.jml.2009.09.005 

Batel, E. (2020). Context Effect on L2 Word Recognition: Visual Versus Auditory Modalities. Journal 

of Psycholinguistic Research, 49(2), 223-245.  

Bishop, J. (2012). Focus, prosody, and individual differences in “autistic” traits: Evidence from cross-

modal semantic priming. UCLA Working Papers in Phonetics, 111, 1-26.  

Block, C. K., & Baldwin, C. L. (2010). Cloze probability and completion norms for 498 sentences: 

Behavioral and neural validation using event-related potentials. Behavior Research Methods, 

42(3), 665-670.  

Boston, M., Hale, J., Kliegl, R., Patil, U., & Vasishth, S. (2008). Parsing costs as predictors of reading 

difficulty: An evaluation using the Potsdam sentence corpus. Journal of Eye Movement Research, 

2(1), 1–12.  

DeLong, K. A., Urbach, T. P., & Kutas, M. (2005). Probabilistic word pre-activation during language 

comprehension inferred from electrical brain activity. Nature Neuroscience, 8(8), 1117–

1121. https://doi.org/10.1038/nn1504 

Demberg, V., & Keller, F. (2008). Data from eye-tracking corpora as evidence for theories of syntactic 

processing complexity. Cognition, 109(2), 193–

210. https://doi.org/10.1016/j.cognition.2008.07.008 

Demberg, V., Keller, F., & Koller, A. (2013). Incremental, predictive parsing with psycholinguistically 

motivated tree-adjoining grammar. Computational Linguistics, 39(4), 1025–

1066. https://doi.org/10.1162/Coli_a_00160 

Hale, J. (2001). A probabilistic earley parser as a psycholinguistic model. Proceedings of the North 

American Chapter of the Association for Computational Linguistics on Language technologies 

(NAACL ‘01). Pittsburgh, PA.  

Holcomb, P. J., & Anderson, J. E. (1993). Cross-modal semantic priming: A time-course analysis using 

event-related brain potentials. Language and Cognitive Processes, 8(4), 379-411.  

Ito, A., Martin, A. E., & Nieuwland, M. S. (2017). How robust are prediction effects in language 

comprehension? Failure to replicate article-elicited N400 effects. Language, Cognition and 

Neuroscience, 32(8), 954-965.  

Jackendoff, R., & Jackendoff, R. S. (2002). Foundations of language: Brain, meaning, grammar, 

evolution. Oxford University Press, USA.  

Kaan, E. (2014). Predictive sentence processing in L2 and L1: What is different? Linguistic Approaches 

to Bilingualism, 4(2), 257-282.  

Kuperberg, G. & Jaeger, F. (2016) What do we mean by prediction in language comprehension? 

Language, Cognition and Neuroscience, 31(1), 32-

59. https://doi.org/10.1080/23273798.2015.1102299 

Kutas, M., & Federmeier, K. D. (2011). Thirty years and counting: Finding meaning in the N400 

component of the event- related brain potential (ERP). Annual Review of Psychology, 62, 621–

647. https://doi.org/10.1146/annurev.psych.093008.131123 

Levy, R. (2008). Expectation-based syntactic comprehension. Cognition, 106(3), 1126–

1177. https://doi.org/10.1016/j.cognition.2007.05.006 

Libben, M. R., & Titone, D. A. (2009). Bilingual lexical access in context: evidence from eye 

movements during reading. Journal of Experimental Psychology: Learning, Memory, and 

Cognition, 35(2), 381.  

Essa Qurbi 

 

https://doi.org/10.1016/j.jml.2009.09.005
https://doi.org/10.1038/nn1504
https://doi.org/10.1016/j.cognition.2008.07.008
https://doi.org/10.1162/Coli_a_00160
https://doi.org/10.1080/23273798.2015.1102299
https://doi.org/10.1146/annurev.psych.093008.131123
https://doi.org/10.1016/j.cognition.2007.05.006


East European Journal of Psycholinguistics. Volume 10, Number 1, 2023 

 

 
213 

Linzen, T., & Jaeger, T. F. (2015). Uncertainty and expectation in sentence processing: Evidence from 

subcategorization distri- butions. Cognitive Science, 40(6). 1382-1411. 

https://doi.org/10.1111/cogs.12274 

Martin, C. D., Thierry, G., Kuipers, J. R., Boutonnet, B., Foucart, A., & Costa, A. (2013). Bilinguals 

reading in their second language do not predict upcoming words as native readers do. Journal of 

Memory and Language, 69(4), 574–588.  

Onifer, W., & Swinney, D. A. (1981). Accessing lexical ambiguities during sentence comprehension: 

Effects of frequency of meaning and contextual bias. Memory & Cognition, 9(3), 225-236.  

Rayner, K., Binder, K. S., Ashby, J., & Pollatsek, A. (2001). Eye move- ment control in reading: Word 

predictability has little influ- ence on initial landing positions in words. Vision Research, 41(7), 

943–954. https://doi.org/10.1016/s0042-6989(00)00310-2.  

Schwartz, A. I., & Kroll, J. F. (2006). Bilingual lexical activation in sentence context. Journal of 

Memory and Language, 55(2), 197-212.  

Staub, A. (2015). The effect of lexical predictability on eye move- ments in reading: Critical review and 

theoretical interpretation. Language and Linguistics Compass, 9(8), 311–327.  

https://doi.org/10.1111/lnc3.12151 

Staub, A., Grant, M., Astheimer, L., & Cohen, A. (2015). The influence of cloze probability and item 

constraint on cloze task response time. Journal of Memory and Language, 82, 1–17.  

https://doi.org/10.1016/j.jml.2015.02.004 

Swinney, D. A., Onifer, W., Prather, P., & Hirshkowitz, M. (1979). Semantic facilitation across sensory 

modalities in the processing of individual words and sentences. Memory & Cognition, 7(3), 159-

165.  

Tabossi, P. (1988). Accessing lexical ambiguity in different types of sentential contexts. Journal of 

Memory and Language, 27(3), 324-340.  

Traxler, M. J., & Foss, D. J. (2000). Effects of sentence constraint on priming in natural language 

comprehension. Journal of Experimental Psychology: Learning, Memory and Cognition, 26(5), 

1266–1282. https://doi.org/10.1037/0278-7393.26.5.1266 

Van Petten, C., & Luka, B. J. (2012). Prediction during language comprehension: Benefits, costs, and 

ERP components. International Journal of Psychophysiology, 83(2), 176–

190. https://doi.org/10.1016/j.ijpsycho.2011.09.015 

Wlotko, E. W., & Federmeier, K. D. (2012). So that’s what you meant! Event-related potentials reveal 

multiple aspects of context use during construction of message-level meaning. NeuroImage, 

62(1), 356–366. https://doi.org/10.1016/j.neuroimage.2012.04.054 

 

Second Language Word Processing in Sentence Contexts: Pre-Lexical Prediction Versus  Post-Lexical Integration 
 

 

 

 

https://doi.org/10.1111/cogs.12274
https://doi.org/10.1016/s0042-6989(00)00310-2
https://doi.org/10.1111/lnc3.12151
https://doi.org/10.1016/j.jml.2015.02.004
https://doi.org/10.1037/0278-7393.26.5.1266
https://doi.org/10.1016/j.ijpsycho.2011.09.015
https://doi.org/10.1016/j.neuroimage.2012.04.054

	Received July 11, 2022; Revised August 2, 2022; Accepted September 22, 2022

